
A Green’s function optimization on the CS510 grid 

-  develop and calibrate model configuration and parameterizations 
-  experiment with cost function terms and control parameters 
-  pave the way for adjoint-method optimization 
-  jump-start science applications 





Green’s Function Estimation Approach 
(Stammer and Wunsch 1996; Menemenlis and Wunsch 1997; Menemenlis, Fukumori, and Lee 2005) 

GCM:                                       x(ti+1)  =  M(x(ti),η) 

Data:                                          yo  =  H(x) + ε                   =  G(η) + ε 

Cost function:                              J  =  ηTQ-1η + εTR-1ε 

Linearization:                       G(η)  ≈  G(0) + Gη 

G is an n×p matrix, where n is the number of observations in vector yo and p is the 
number of parameters in vector η.  Each column of matrix G can be determined by 
perturbing one element of η, that is, by carrying out one GCM sensitivity experiment. 

GCM-data residual:                  yd  =  yo – G(0)                  ≈  Gη + ε 

Solution:                                   ηa  =  PGTR-1yd 

Uncertainty covariance:           P  =  ( Q-1 + GTR-1G )–1 

The solution satisfies the GCM’s prognostic equations exactly and hence it can be used 
for budget computations, tracer problems, etc. 



Data constraints: 
-  sea level anomaly from altimeter data 
-  time-mean sea level from Maximenko and Niiler (2005) 
- sea surface temperature from GHRSST-PP 
-  temperature and salinity profiles from WOCE, TAO, ARGO, XBT, etc. 
-  sea ice concentration from passive microwave data 
-  sea ice motion from radiometers, QuikSCAT, and RGPS 
- sea ice thickness from ULS 

Control parameters: 
-  initial temperature and salinity conditions 
- atmospheric surface boundary conditions 
-  background vertical diffusivity 
- critical Richardson numbers for Large et al. (1994) KPP scheme 
- air-ocean, ice-ocean, air-ice drag coefficients 
-  ice/ocean/snow albedo coefficients 
- bottom drag and vertical viscosity 



Assessment of optimized solution: 

Hong Zhang: Global metrics. 

Victor Zlotnicki: Time-mean sea surface height. 

Tong Lee: Indo-Pacific. 

An Nguyen: Arctic Ocean. 

Michael Schodlok: Southern Ocean. 

Ron Kwok: Sea ice kinematics 



Surface Geostrophic Velocity Comparisons (V. Zlotnicki) 
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Variability of sea ice simulations assessed with RGPS kinematics 
Kwok et al. (in press) 



Early applications: 

- inform parameterizations and error estimates 
   (Forget et al., 2007; Ponte et al., 2007; Fox-Kemper et al., 2008) 

-  study mesoscale eddy processes 
   (Volkov, Fu, Lee, etc.) 

-  regional studies 
   (Kwok et al. 2006; Condron; Nguyen; Schodlok; Edwards, etc.) 

-  air-sea fluxes and mode water formation 
   (Maze, Davis, Brix, etc.) 

-  biogeochemical (Dutkiewicz, Follows, Manizza, etc.) 

-  geodetic (Gross, Dickey); acoustic (Dushaw); electromagnetic (Glazman et al., 2005) 



RESPONSE OF THE ARCTIC FRESHWATER BUDGET TO EXTREME NAO FORCING 
(Condron et al., submitted) 

Repeat NAO negative wind forcing results in virtually all freshwater being retained in the Arctic, 
with the bulk of the freshwater content being pooled in the Beaufort Gyre.  In contrast, repeat 
NAO positive forcing accelerates the export of freshwater out of the Arctic to the North Atlantic.    



Acoustic Studies using ECCO2 solutions 
(Brian Dushaw, APL/UW)  

Comparison with 
4 Mm path from Kauai. 

Fall 1994, 300-m sound 
speed in ECCO2. 
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Variability of the ocean-induced magnetic field 
Glazman and Golubev (2005) 


